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Summary 

Environmental effects from chemical release depend on factors which include the routes and 
rates of release, the modes of dissemination and degradation, and toxicities to local organisms. 
Data used for ecosystem risk characterization varies in quality and quantity, making it difficult 
to detemine the relative ecohazards of compounds. The problem addressed in this paper is: “Given 
particular chemicals, use scenarios and natural communities, how can the toxicological effects of 
future chemical use be projected using available data ?” A method which uses available qualitative 
and quantitative data on physical and chemical properties, toxicity, and usage was devised to rank 
the ecological hazard of compounds. The ecohaxard of a compound is determined using a decision 
key and a risk rank matrix which can initially use qualitative data. We regard the risk matrix as 
an algorithm for quantitatively expressing ecosystem risk. The risk characterization is refined by 
incorporating quantitative data in successive iterations through the process. The method was used 
to rank the anticipated ecosystem risk for over 40 chemicals used in military training. 

Introduction 

Chemicals may enter ecosystems through air, water, and soil routes. Once 
released, contaminants may be assimilated by individual organisms [ 11, trans- 
formed among biotic connections [ 2 1, and dispersed and magnified depending 
on ecosystem characteristics. Assessing the environmental effects of chemical 
release requires different levels of sophistication and integration depending on 
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the objective of the assessment. If the objective is assessment or prediction of 
the response of an ecosystem to contamination, integrated testing [ 1,2] fol- 
lowing carefully developed procedures is required. The outstanding character- 
istic of toxicological assessments in ecosystems is the need to evaluate subtle, 
complex effects by toxicologists. Responses suitable for the assessment of eco- 
system damage are difficult to define clearly and unambiguously. Measures 
that are available often have poor precision (high measurement variance) and 
unknown accuracy. While many health related responses (e.g. acute, chronic 
and reproductive toxicity) are components of ecosystem effects (abundance 
and biomass, population structure), alone they are not predictive of ecosystem 
level endpoints. System complexity and data scarcity therefore limit the toxi- 
cologist’s ability to predict the magnitude and significance of toxic effects in 
ecosystems. 

The study of toxicological response of ecosystems to environmental expo- 
sures of contaminants is termed “ecoepidemiology” [ 31. Ecoepidemiological 
studies are concerned with describing effects, identifying causes, and deter- 
mining links and pathways between populations, communities and ecosys- 
tems. Ecoepidemiological analysis uses many types of test systems [ 1,4] which 
are integrated with other data to provide an assessment of the expected damage 
to the ecological system. 

Developing a probabilistic estimate of the effect of chemical release on an 
ecosystem is an ecological risk assessment. We define the elements in an eco- 
system risk assessment (hazard identification, exposure assessment, expo- 
sure-response assessment, risk characterization, risk management) 
analogously to those for humans [ 51. Although the importance of a single 
species to an ecosystem may be mitigated by homeostatic processes in the eco- 
system [ 61, a reasonable starting point for risk assessment is identification of 
toxicological effects having a high probability of causing appreciable acute or 
chronic toxicity [ 7-121 to at least one major ecological system component 
i ~2~3 1. 

Rank matrix for assessing ecological risk 

Our ecological risk assessment makes several assumptions which are com- 
monly accepted by toxicologists. First, most complex toxicological responses 
arise through a series of identifiable (if unknown) steps. Some of these steps 
are highly predictive of the overall toxicological response. As a simple example, 
blood lead concentrations are predictive of lead-induced loss of neurological 
function or decreased population growth due to toxicity may reduce ecosystem 
productivity. Second, a response in one species often indicates similar re- 
sponses in other species. If a compound is acutely toxic to laboratory mammals, 
we assume that it is also acutely toxic to mammals in the ecological system of 
concern. In general, it is not possible to project across broader taxonomic 
boundaries from standard toxicity data. Third, the ability to predict toxic re- 
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TABLE 1 

Risk rank assignment matrixa 

Toxicity Low exposure Medium exposure High exposure 

Low Medium High Low Medium High Low Medium High 
EBCA EBCA EBCA EBCA EBCA EBCA EBCA EBCA EBCA 

Low 1 2 3 2 4 5 3 5 7 
Medium 2 4 5 4 6 8 5 8 9 
High 3 5 7 5 8 9 7 9 10 

“Body of table gives the risk rank corresponding to the product of the texicity, exposure and EBCA 
scores: 

Product of scores 1 2 3 4 6 8 9 12 18 27 
Rank 1 2 3 4 5 6 7 8 9 10. 

sponses improves as the number of species exhibiting similar toxic responses 
to a given chemical increases. For example, a chemical which is a carcinogen 
in mice, rats, rabbits, and chimpanzees is more likely to be a carcinogen in man 
than is a chemical which is carcinogenic only in male rats. Fourth, no predic- 
tion is perfect since unusual species differences occur. The teratogenicity of 
thalidomide in humans, but not in other mammals, is an example. Fifth, in the 
absence of experimental data, the toxicity of mixtures is predicted best by dose 
additivity. 

Data used for ecosystem risk characterization varies in quality and quantity, 
making it difficult to determine the relative ecohazards of compounds. The 
risk-rank matrix described here is not limited by the availability of quantita- 
tive data. The ecohazard of a compound is determined using a decision key 
which can initially use thoughtful subjective data. Successive stages of risk 
characterization refinement use data from models and test batteries. We re- 
gard the risk matrix as an algorithm for qualitatively determining a level of 
ecosystem risk based on the best information available. 

Our evaluation of ecosystem response to chemical release depends primarily 
on the toxicity of the compound(s) , the exposure level(s) , and the area1 extent 
of contamination which we term the “effective biological contact area” 
(EBCA) . In our scheme, each of these can be “low”, “medium” or “high”, or 
numerically, 1,2 or 3. The product of the three scores is a relative measure of 
risk to the ecological system (Table 1). (Similar reasoning has led to the equally 
crude ‘MITRE’ ranking system for hazardous waste sites [ 141) . 

Toxicity 
The traditional concern of hazard identification for acute toxicity has led to 

several assessment approaches [ 14-191. Usually, one-dose acute toxicity data 
(mg/kg) for a species (DMVIAMMAL) of mass WmMMAL (kg) [ 201 is expressed 
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(eqn. 1) as exposure to a 70 kg human (DHUMAN). In our scheme, the esti- 
mated dose for any mammalian target species, when expressed in human 
equivalents, is scored [ 2, 211: 1 (Low) > 15,000 mg/kg; 2 (Medium) 
2 500-15,000 mg/kg; 3 ( High) < 500 mg/kg. Alternatively, a hazard-equiva- 
lent exposure for a target species can be estimated from an acute toxicity value 
for a laboratory species by comparing the acute value with environmental lev- 
els estimated from models [ 22-241. If the expected environmental levels ex- 
ceed DHUMAN, a score of 3 is assigned, otherwise the score is 2 or 1, as 
appropriate. Algorithms for interspecies conversion of acute toxicity can be 
used for compounds which are not cholinesterase inhibitors [ 251. 

D HUMAN =DANIMAL t WANIMAL/70 ) 1’4 (1) 

Other types of toxicity may modify the acute toxicity scores. For example, if 
the compound is mutagenic, teratogenic, tumorigenic, phytotoxic, or ecotoxic, 
the score derived from acute toxicity data is increased one unit. Alternatively, 
we have used data for the distribution of doubling doses (lug/plate) [ 261 in 
the Ames assay [ 271 to devise hazard scores for mutagenicity (Table 2) anal- 
ogous to those for acute toxicity [ 211. If the estimated environmental load of 
the mutagen ( s) [ 28,291 exceeds the estimated doubling dose, the score is 3. 

Exposure-response 
Studies of processes in an ecosystem show that the numbers of pathways 

and possible target species increase with area [ 30 1. Hence, the probability that 
release will produce an ecologically significant effect increases as the effective 
biological contact area (EBCA) increases. Proposed EBCA scores are given in 
Table 2. 

Exposure 
For an ecosystem, exposure is the quantity of the toxic substance in a spec- 

ified volume of the ecosystem; this may incorporate water, air or soil. Exposure 
assessment for ecological systems is difficult because quantification of expo- 
sure must consider the quantity of product used, the concentrations of toxic 
compounds in the product, the area or volume the toxic material is distributed 
in, and persistence. Exposure (mg/m*) is scored here as a multiple of the hu- 
man-equivalent acute toxicity (mg/kg) if the compound does not bioaccu- 
mulate or the chronic toxicity if it does (Table 2). 

Risk characterization 
The relative risk for a compound is the product of the three scores (Table 

1). For example, an ecosystem exposed to a highly toxic compound used at low 
exposures over a medium EBCA, or to a low toxicity compound used at a mod- 
erate level over a large EBCA, is at the same risk (rank=5). As described 
below, entry to the matrix can be refined using the decision key and models. 
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TABLE 2 

Decision key example for simulants/decontaminants 

Exposure-response: effective biological contact area (EBCA) 
(1) Is compound part of personal use packet, used only indoors, or used only at prepared 

chemical training ranges? 
Yes - small quantities properly disposed of, EBCA = 0. 

small quantities improperly disposed of, EBCA= 1. 
No - Uncontrolled use on the training site, EBCA scores are: 1 (Low) < 4072 m2 (1 
acre) ; 2 (Medium) 4072-40.702 m2 (l-10 acres) ; 3 (High) > 40,720 m2 ( > 10 acres) 

Toxicity 
(2) 

(3) 

(4) 

(5) 

Is compound a biocide (other than a bactericide)? 
Yes - use published toxicity data (Battery 1) 

perform laboratory bioassays (Battery 2) 
No - use laboratory toxicity data ( Battery 1 or 2 ) 

or estimated values (Battery 2) 
No biocidal properties, score 0. 
Biocidal properties (other than bactericide), score 3. 

Is product acutely toxic to native fauna? 
Computed as an acute lethal exposure standardized to a 70 kg man, scores are: 
1115,000 mg/kg; 2 > 500 - 15,000 mg/kg; 3 < 500 mg/kg. 
(Battery 2 [ 391. May require Battery 3 testing). 

Is the compound genotoxic? 
Genotoxic effects may be important if the ecosystem includes species of low reproductive 
potential, such as large mammals [ 22,241. 
For mutagenicity determined or estimated [ 361 for the Ames [ 271 assay, the doubling 
doses @g/plate) [ 26,271 and (scores} are: > 100.0 {O}, > 10.0 {l), > 1.0 (2); < 1.0 (3). 
(Battery 1 literature review or Battery 2 bioassays) . 

Is the compound phytotoxic? 
This question cannot be answered presently for most products. There is little systematic 
phytotoxicity data [ 41,51], and excepting agrichemicals, there are no models for 
phytotoxicity that would be generally useful for chemical products. Phytotoxicity is not 
well established (Battery l-2), score 2. Evidence (Battery (l-3) suggests significant 
damage, score 3. 

Exposure 
For compounds which do not bioaccumulate (below), exposure (mg/m’) is a multiple of the 
acute toxicity expressed in human equivalents. If the compound bioaccumulates, the chronic 
toxicity, or the estimate given by 0.01 ( LDBO or LC&) , is used. 

1 (low) < 7 ( LDSO or LC,,) mg/m2 
2 (Medium) 7 (LD, of LC,,) mg/m* to 70 ( LDSo or LC,,) mg/m’ 
3 (High) 2 70 (LD,, or LC,,) mg/m’ 

(6) Is the compound likely to bioaccumulate? 
If log K,, (octanol-water partition coefficient) 2 3.5 (Battery l-2), assume a 
bioaccumulation risk, score 3. 
Given S, the water solubility (mg/l) , log S = - 0.922 log Ko, f 4.184 [ 311. 
If the material is rapidly degraded [ 521, score 1. 
Equations to estimate bioaccumulation and half life are in [ 311. 

(7) Is soil accumulation and consequent chronic exposure a concern? Soil accumulation 
levels can be estimated from the octanol-water partition coefficient [ 311 and breakdown 
data [ 521 (Battery 2). If degradation half-life is < 4 days score 1, else score 3. 

(6) Has the product or its hydrolysate a pH outside the range of 5.0-9.0? 
No, score 1, else score 3 (Battery 1-2; see [31]). 
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Decomposition of products, media transfer and accumulation, persistence and 
bioaccumulation are modifying factors which can be included (Table 2) if they 
are known or can be estimated. 

Implementing the risk matrix 
The dearth of release, distribution, and toxicological data, and the complex- 

ity of ecological systems, limit forecasting the magnitude and significance of 
ecotoxicological effects. Although some models of ecosystem effects have been 
proposed, they have large data requirements and interpretation of model re- 
sults may be difficult and ambiguous. To avoid the problems associated with 
inherently complex models, we consider three hierarchical batteries of simple 
models to predict effects of toxic chemicals on ecological systems. Most deci- 
sions regarding the acceptability of products will be made inexpensively with 
the first battery. The remainder of this paper uses the terms “assay” and 
“model” interchangeably. 

Battery 1 is literature reviews and simple models to estimate water solubil- 
ity, partition and adsorption coefficients, acute toxicity, vapor pressure and 
volatilization rates, allometric relationships, and other properties [ 311. Bat- 
tery 2 is simple, single-species, short term bioassay screening assays and chem- 
ical analyses. Included here are quantitative structure-activity (QSAR) models 
for narcotic toxicity [ 321 and genotoxicity [ 33-351, methods to estimate Ames 
assay mutagenicity [ 361; carcinogenicity [ 371, teratogenicity [ 381, acute tox- 
icity [ 391 and metabolic pathways and metabolites [ 401 in mammals, inter- 
species conversions; bioconcentration factors for aquatic organisms and other 
species; phytotoxicity [ 41,421 and equations to estimate the total mass of ac- 
tive compounds in complex mixtures [ 28,291. Batteries 1 and 2 predict the 
character of effects which may be explored through ecological system studies 
in the third battery. 

Models in Battery 3 combine Battery 2 results with ecosystem state (pop- 
ulation or trophic level sizes), and/or ecosystem process variables. Because 
most ecosystem field studies are multispecies, expensive, and lengthy, the bat- 
tery approach minimizes expense,by dropping harmless chemicals early in the 
procedure. The statistics necessary for estimating the correlation between two 
or more batteries have been developed [ 43-461. Error rates can be estimated 
for a particular substance out of several substances assayed and for the set of 
chemicals assayed. This allows the set of assays within a battery to be adjusted 
to produce a desired error rate. 

Ecosystem variables which lead or accompany ecosystem damage from pol- 
lutants, and which can be estimated inexpensively, were identified using im- 
pact case-studies [ 47-491. For example, the size of the nutrient pool tends to 
increase in aquatic, and decrease in terrestrial, ecosystems. Those changes are 
easily determined from chemical and volume measurements on streams. Pri- 
mary productivity, not as easily measured, displays the same responses as the 
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nutrient pool. Species diversity tends to decrease in pollutant-impacted com- 
munities, as does size variability among community members. The reduction 
in size variability is often from loss of the larger members ( large fish or trees ) . 
Pollutant-stressed ecosystems are often invaded by species from earlier succes- 
sional stages, i.e. the system appears to regress successionally. Regression is 
easily monitored by scoring the relative importance of organisms common in 
the preceding successional stage. 

Decision key for products 
Table 2 is a protocol for projecting effects on unspecified ecosystems, pro- 

cesses and components in the absence of knowledge of which effects on which 
aspects of ecosystems are to be considered significant. The process for char- 
acterization and management of risk, which includes data collection, review 
and interpretation, can be systematized as a decision key [ 2,501. The open- 
ended nature of the set of targets and the set of effects necessarily increases 
both the number of substances surviving the initial battery and the number of 
possible effects found for each. The ecohazard can then be refined using results 
from models which include specific features critical to the exposed ecosystem. 

The first step of the decision key is exposure-response (EBCA) assessment. 
If exposure is other than minimal, sequentially arranged binary choice ques- 
tions are used to eliminate action pathways. Next, toxicity is considered. If the 
compound is designed or used as a biocide (other than a bactericide), the key 
requires that toxicological data come from experiment. Data for non-biocides 
may be estimated using physical and chemical properties such as water solu- 
bility and vapor pressure [ 311. One can iteratively move from models with 
limited predictive ability and data requirements to more comprehensive ones. 

Although a decision key allows for systematic decision-making, risks asso- 
ciated with the use of specific products may still be underestimated. Final judg- 
ments of ecosystem risk should be made by a group of experts. Such judgments 
must take into account: (1) best consensus judgment of toxicological hazard, 
(2) duration of use experience; (3) quantity used; (4) application method; (5) 
area exposed; (6) probability of a toxic response at that exposure; (7) expected 
severity of a toxic response at that exposure; and (8) availability of less haz- 
ardous materials for the same purpose. Other formal evaluations (e.g. US EPA, 
FDA) can be used with the caveat that such evaluations may be for totally 
different conditions of exposure. 

Application of risk rank matrix to compounds being evaluated for use 

This section applies these methods to rank decontaminants, simulants, di- 
luents, additives, compounds used as thickeners or dyes, and chemicals in- 
cluded for comparative purposes because of chemical similarities to agents (e.g. 
malathion, parathion) (Table 3 ) . Simulants are chemicals having chemical or 
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physical properties resembling those of agents but which are toxicologically 
safer to use. Decontaminants are compounds having high reactivity, such as 
oxidizing capacity, which are used to neutralize or decompose agents or simu- 
lants. Due to their toxicity or reactivity, simulants and decontaminants may 
be an environmental hazard. 

Use scenarios 
Ecosystem effects from simulants depend on the use scenario and the area 

of the intended release. The amount of simulant needed to simulate low (2 
g/m”) and high 10 g/m2) site concentrations was estimated using generalized 
dispersal patterns for several sizes of release areas. Current training use of 
most compounds in Table 3 is restricted, although some have been used in 
open-air testing. Decontamination studies and equipment tests have used DEM 
and DMMP (often with PEG-200 or polymethyl methacrylate and Sudan Red 
No. 7)) methyl salicylate (MS), BUSH, TEP, and BIS. (Abbreviations are 
defined in the footnote to Table 3 ) . 

Hazard ranking 
A preliminary hazard ranking was developed based on a qualitative evalua- 

tion of the data in Table 3. Final scores were developed using the decision key. 
Not all answers in the decision key were obtainable from available environ- 
mental data. In Table 2, the responses to element 1 in combination with known 
use scenarios provide the EBCA score. Elements 2-5 contributed to assign- 
ment of the score for compound toxicity. Elements 6-8 were used to define the 
exposure score. Compounds were assigned scores based on literature data, [ 20, 
51-531 and actual or anticipated usage. Toxicity scores were assigned using 
acute toxicity according to the procedures identified earlier. Most LD50 values 
were for rats, and these values were scaled to a 70 kg human using eqn. (1). If 
the compound bioaccumulated or had a long half-life, the chronic toxicity dose 
was used. If the available information suggested that the compound was mu- 
tagenic, teratogenic, tumorigenic, phytotoxic, or ecotoxic, the score was in- 
creased one unit. Exposure level scores were based mainly on degradability of 
the compound and its expected half-life. EBCA scores were based on the max- 
imum actual or anticipated dispersion for each compound. Hence, a compound 
used only in a personal kit was assigned an EBCA score of 1. Compounds now 
used in the field and sprayed over large areas were assigned an EBCA score of 
3. Based on our assessment of the proposed or likely used scenarios of com- 
pounds not presently in use, an EBCA score of 2 was assigned. 

One product (DMMP) attained the highest score (27)) five (DMA, ECA, 
Malathion, HTH, p-nitrophenol) scored 18 and thirteen (BIS, BIS-EPH, 
CEES, DEHP, DEM, DIMP, DOP, DEP, DFP, DPM, Paraxon, Parathion, 
TEP) scored 12. All other chemicals scored 9 or below. Risk management con- 
siders that the 18 compounds scoring 2 12 require additional evaluation. Be- 
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cause an increase in the use of a compound not in this list could increase its 
EBCA score, additional compounds could become concerns in the future. 

Discussion 

Hakanson [ 541 has proposed a conceptual framework for evaluating rela- 
tionships between aquatic contamination and ecosystem risk. He formalizes 
the relationship between exposure, recipient sensitivity and potential effect as: 
E=f(D, !Z’, Wi) +R. In th is way, the potential ecological effect (E) is a func- 
tion of the exposure (D, which could be given as a concentration or a load of a 
substance or a waste water), the toxicity of the contaminant (T) , the sensi- 
tivity of the i-th recipient to this given substance or effluent water ( Wi= 1, 
2,...,n). The residual term (R) expresses the fact that it is practically impos- 
sible to establish a 100% explanatory model in ecological contexts from a lim- 
ited number of variables. He stresses that the crucial point with this approach, 
like ours, is to quantitatively express normative E-values from a limited num- 
ber of readily available, inexpensive and representative integrating variables. 

The models considered so far identify the type of effect and its relative mag- 
nitude, on a target species. However, the target organism in these models is 
not necessarily a single species but may, and usually will, be a group of orga- 
nisms with similar characteristics. For example, if deer is the target species, in 
the broader ecological sense deer are surrogates for the guild comprised of large 
mammalian herbivores, such as sheep and cattle, using the same food sources. 
As another example, if substances causing deoxygenation of a stream are of 
concern, the appropriate target is all freshwater invertebrates demanding high 
( > 5 mg/l) dissolved oxygen levels, not the daphnia used in a bioassay. Aggre- 
gation of species into trophic levels must be done cautiously; e.g. estimates of 
risk (to a lake) that include population-specific toxicities can be several times 
the risks estimated from trophic toxicity data [ 241. Aggregation into guilds or 
trophic levels may obscure deleterious effects on particular members of the 
aggregate that are of concern. 

Leaving aside the issue of aggregation, which must be dealt with in the con- 
text of particular ecosystems, the task is to translate qualitative or quantitative 
estimates of hazard to selected target organisms to significant effects in the 
ecosystems. To do this, we must move away from the one-link direct effects 
models generally considered in bioassay testing and by population-theoretic 
ecologists to the systems analyses and network interactions appropriate to ac- 
tual ecological situations. The ecologist needs to qualitatively describe, as con- 
cisely as possible, the ecosystem stressed by products. We suggest that these 
descriptions should be expressed as connectivity models [ 55-631 so that the 
propagation effects through ecological system connectance can be determined. 
These models can be used in at least two ways. First, the pattern of measured 
population swings may make it possible to identify through use of the models 
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the entry point(s) of the stress, and the signs of the most significant correla- 
tions between species populations. Second, when population interactions are 
well known, the models can be used to project the points of damage, even if 
damage is indirect. 

Conclusions and recommendations 

The final hazard ranking, like any ranking dependent on consolidation of a 
large data base into a simplified quantitative system, is both useful and useless. 
The ranking is useful because by following carefully the decision key, missing 
data can be identified and the absolute level of support for any ranking can be 
developed. The ranking is flawed because discrimination in relationships be- 
tween environmental concentration and effect are smoothed in the simplified 
structure of the ranking scheme. Nonetheless, the proposed ranking does iden- 
tify from simple data the compounds posing the greatest environmental risk 
and shows when a more careful analysis is needed to establish actual environ- 
mental hazard. 

The results from the hazard ranking procedures, based upon environmental 
fate estimates and available data, prioritize the environmental research needs 
for simulants. As additional environmental data are generated, or the use of 
that simulant changes, the ranking will be re-evaluated. This dynamic ranking 
system provides flexibility to meet the changing needs of the personnel using 
the hazard ranking system. 
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Appendix: Examples demonstrating the ecosystem risk ranking method 

Example 1: Sodium N-chlorobenzenesulfonamide (Chloramine B; CAS 127- 
52-6) 

1. Exposure: The most likely route of ecosystem exposure is ingestion by mam- 
mals of disposed towelettes. No significant exposure of plants or fish is pos- 
sible. Exposure score = 0. 

2. Biocidal properties (other than a bactericide) : Compound is bactericide. 
3. Acute toxicity: Given LD50= 15 mg/kg (pulmonary edema in rat ) ; Hence, 

D nuMAN =0.251 (15 mg/kg ) = 3.77 mg/kg ) . Toxicity score = 3. 
4. Genotoxicity: No mutagenicity data [ 201. 
5. Phytoxicity: No data [ 511. 
6. Bioaccumulation: Chloramine B is water soluble and does not decompose. 

Hazard ranking: Toxicity score * exposure score = 0. 

Conclusion: It is unlikely Chloramine B poses a toxic hazard to mammals, 
fish or plants. Exposures to mammals can be eliminated by rewrapping used 
towelettes in foil and discarding them in appropriate containers. 

Example 2: n-Butyl mercaptan (BUSH; CAS 109-79-5) 

1. EBCA: Ecohazard is from spray application during field training. EBCA 
score=3. 

2. Is the compound a biocide? No; weak anticholinesterase activity. 
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3. Acute toxicity: 
rat: oral I&,,, = 1500 mg/kg, inhalation LC,, = 4020 ppm/4 h; 
mouse: inhalation LX,,= 2500 ppm/4h; 
rabbit: eye irritation = 83 mg/72 h (standard Draize test) ; 
other: nonmutagenic, nonteratogenic, choline&erase antagonist slightly 
soluble in water, highly volatile. 

The compound’s high volatility (170,000 mg/m3, 20°C) and low water 
solubility protect fish from it. Expected native mammal acute toxicity is 
nominally medium, but native mammals tend to avoid acute exposure dur- 
ing training exercises. Birds are more likely to experience exposure. Because 
of its high volatility and low mammalian toxicity, only acute inhalation and 
contact exposure routes need be considered. Chronic native mammal tox- 
icity is zero since the high volatility prevents chronic exposure. The rat acute 
LD5,, (1500 mg/kg) gives D MAN = 0.251 (1500 mg/kg ) -376.5 mg/kg, corre- 
sponding to asn acute toxicity score of 3. 

4. Genotoxicity: BUSH is not genotoxic. It is nonmutagenic to bacteria (Ames 
test) and insects (Drosophila melanogastor) (B.P. McNamara 1979, un- 
published data); it is nonteratogenic when given orally to rats in doses of 
100 mg/kg/day for 10 days (days 6-15 of gestation) [ 631. 

5. Phytotoxicity: Mercaptans interfere with plant energy assimilation, which 
is of concern in agriculture but is not important for natural systems, which 
tend to be limited by other factors. 

6. Bioaccumulation: High volatility prevents bioaccumulation. 
8. Soil accumulation: High volatility prevents soil accumulation. 
9. pH: Very weak acid. 

Hazard ranking: Since only vapor and direct contact are available as expo- 
sure routes, we treat this conservatively as the low exposure, high EBCA and 
high toxicity case in Table 3, yielding a total score of 9 ( rank= 7). 

Conclusion: N-butyl mercaptan presents a moderate to low danger to eco- 
systems, largely because of expected direct application to natural communities. 
Birds are probably the only community elements at significant risk. 


